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Abstract  
  
Purpose – The study aims to enhance Content-based Filtering by diversifying its 
recommended items to combat overspecialization. It traditionally recommends items that 
are directly related to the user profile, preventing users from discovering newer sets of 
items. 
 
Method – Maximal Marginal Relevance is integrated into the algorithm – a re-ranking 
algorithm, developed by Carbonell and Goldstein that enhances the diversity of items 
retrieved by information retrieval systems – to enhance Content-based Filtering and 
address the underlying overspecialization problem. 
 
Results – By integrating Maximal Marginal Relevance, the modified algorithm addressed 
overspecialization. Out of all the tested values of lambda (λ) for MMR, the enhanced 
Content-based Filtering (CBF-MMR) with λ = 0.7 showed the most prominence, having a 
good balance between relevance and diversity of recommendations. On average, it 
improved upon the original algorithm by 48.51% in Precision, 6.40% in Recall, 28.12% in F-
Score, and 275.45% in Diversity. 
 
Conclusion – Results show that integrating Maximal Marginal Relevance to Content-based 
Filtering (CBF-MMR) improves the diversity of recommendations. Due to the re-ranking 
process added by the Maximal Marginal Relevance, the average Precision, Recall, and F-
Score also improved. 
 
Recommendations – The authors of this study suggest further work on Content-based 
Filtering with faster re-ranking algorithms, application of the enhanced algorithm to other 
larger datasets such as GroupLens’ MovieLens 10M dataset, application of the enhanced 
algorithm to a different domain, and enhancement of the Maximal Marginal Relevance 
algorithm to be applied in Content-based Filtering. 
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Research Implications – The successful integration of Maximal Marginal Relevance (MMR) 
in a Content-based Filtering algorithm opens new possibilities for enhancing the diversity 
and relevance of recommendations of various types of recommender systems.  
 
Practical Implications – Beyond the movie recommender system this study was applied to, 
this study has profound practical implications on other domains that utilize recommender 
systems including but not limited to the domains of entertainment, e-commerce, and 
information retrieval platforms. 
 
Keywords – recommender system, content-based filtering, maximal marginal relevance, 
overspecialization 
 

 
INTRODUCTION  

 
Data has grown exponentially through the streams of sites, systems, and applications. 

Regardless of the platform, when consumers are faced with an abundance of massive 
quantities of data, it complicates the process of choosing the best and/or most appropriate 
items for them. With the rise in the number of digital services directed at consumers in 
various domains such as shopping, music, movies, travel, and articles, recommender 
systems have become pivotal in helping users navigate relevant content and products (Al-
Ghuribi & Noah, 2021). Such digital services use recommender systems to simplify the 
consumers' overall user experience.  

 
Recommender systems consist of an algorithm that is intended to make 

recommendations. An algorithm follows a specific set of instructions, that requires 
calculations, to solve a problem. The increased use of recommender systems across the 
Internet and digital media has helped users by facilitating their decision-making. By utilizing 
the data provided by the user, recommender systems can make suggestions according to 
the user’s needs and preferences, making a relevant and more personalized experience 
(Ebadi & Krzyzak, 2016). Among the prominent platforms that utilize recommender 
systems include Amazon – an e-commerce platform that utilizes user activity to 
recommend products a user might want to buy (Amazon, n.d.); Netflix – a streaming 
platform that utilizes user activity to recommend movies or shows a user might enjoy 
(Netflix, n.d.); and Facebook – a social media platform that utilizes recommender systems 
to help its users discover new communities and content (Facebook, n.d.). 

 
Among the types of recommender systems is Content-based Filtering which provides 

recommendations based on the description of an item a user interacted with (Manjula, 
2016; Al-Bashir et al., 2017). This systematic approach is built on things that bear a significant 
correlation to a user’s profile. In a recommender system, a user profile is created from the 
given items that were favored by the user. User profiles consist of terms or features that 
the user had previously preferred and rated. These accumulated data items are collected 
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and grouped into various item profiles, depending on their features or descriptions. 
Content-based filtering recommends items that are most related to the user profile. 
Recommendations are the item or feature suggestions given by the recommender system 
that are correlated to the user’s profile. This creates a personalized approach to creating 
suggestions that cater to the user’s preferences. 

 
Despite its relevant functionality, Content-based Filtering is riddled with limitations 

as well. Among these limitations of the recommendations provided by Content-based 
Filtering is overspecialization where the algorithm recommends those items that are 
directly related to the user profile based on only a few attributes (Son & Kim, 2017), limiting 
the system to only recommend items that have a high similarity score compared to the user 
profile which rules out those newer sets of items from being recommended (Stitini et al., 
2023). Hence, if a user loves and has only interacted with comedy films, the algorithm will 
not recommend films from a different genre since they only interacted with comedy films 
(Saat et al., 2018). This is further supported by the qualitative results of the study of Lokesh 
(2019) where out of the 18 genres in the dataset, given a movie name, the top 20 movies 
recommended by the algorithm are limited only to the genres of the given movie name. 

 
The overspecialization problem is one of the most common problems of 

recommender systems as the algorithm rules out those newer item groups of items or 
features (Stitini et al., 2023). This means that the recommendations and suggestions given 
by the Content-based Filtering recommender system struggle to give an item or feature 
suggestions without any prior ratings or reviews made. This equates to giving out limited 
and biased item recommendations. This greatly affects the effectiveness of traditional 
Content-based Filtering and its algorithm in generating a relevant and diverse item 
recommendation. 

 
In this study, an enhanced Content-based Filtering will be developed that addresses 

the issue of overspecialization and improves the diversity of the recommended items by 
using Maximal Marginal Relevance – a re-ranking algorithm developed in 1998 by Carbonell 
and Goldstein to enhance the diversity of items retrieved by information retrieval systems. 
The enhanced algorithm (CBF-MMR) will then be tested using GroupLens’ MovieLens 1M 
Dataset; evaluated using the metrics of Precision, Recall, F-Score, and Diversity; and 
compared against the original algorithm and the enhancements by the studies of Stitini et 
al. (2022) and Cordero et al. (2022) to gauge how it ranks against other variants. 
 

LITERATURE REVIEW 
 

Content-based Filtering 
 

Content-based Filtering is a type of recommender system that uses the features of 
items and the preferences of users to suggest items that are like what the user liked before. 
A content-based recommender suggests items by using the data provided by the users in 
the form of ratings or other forms of interaction (Aziz & Fayyaz, 2021).  
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At the basic level, Content-based Filtering relies on two sources of data: the item 

description and user profile which is generated from actions by the user towards various 
items or information provided by the user (Saat et al., 2018).  Figure 1 shows the basic 
process of how Content-based Filtering works.  

 

 
Figure 1. The basic process of Content-based Filtering 

 

Overspecialization 
 

Due to the user and feature-centered nature of Content-based Filtering, several 
drawbacks arise from the said algorithm. Among these drawbacks is the phenomenon 
called overspecialization. The process occurs when the algorithm recommends those items 
that are directly related to the user. However, these suggestions rule out those newer sets 
of items (Stitini et al., 2023) as it is more likely to recommend something that is like the 
user’s profile (Saat et al., 2018). This poses a problem since when the given 
recommendations are closely related, the algorithm promotes the same types of items to 
users (Isinkaye et al., 2015; Thorat et al., 2015). Hence, the algorithm suffers from 
potentially poor diversity when it comes to generating recommendations (Stitini et al., 
2023). 

 
In addition to this, the system isn’t prepared for anything unexpected, as it has a 

shortage of tools for investigating such phenomena. This means that new items with 
unrated features are less likely to be recommended (Stitini et al., 2022). Items similar to the 
user profile, are the ones being recommended first to the user. These biased results are 
recommended due to the computation of similarity scores that are repeatedly done and 
are only based on limited factors (Son & Kim, 2017). 
 

Existing Enhancements on Content-based Filtering 
 

The study conducted by Stitini et al. (2022) utilized Revolutionary Recommendation 
System Genetic Algorithms to provide flexible recommendations to its users. The proposed 
method considers all the available items in the recommendation list, instead of choosing 
specific items. The solution consisted of initializing the population and obtaining the fitness 
value of each item by getting the feature (genre) score of the item. The genetic algorithm 
is applied then it selects the optimal recommendation. The metrics consisted of measuring 
the diversity, novelty, precision, and recall of the proposed methods (using RRSGA) in 

User Activity 

Item Content 

Create an item 
document matrix 

Item Profile User Profile 

User-item similarity 
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comparison to a traditional content-based filtering algorithm. The results showed that the 
proposed algorithm performed better than the traditional algorithm, based on the 
generated diversity, novelty, precision, and recall scores.  

 
The study conducted by Stitini et al. (2023) specified a general solution to all the given 

problems that are said to be within content-based filtering. Their proposed model called 
the Ideal Solution Mitigating Content Disadvantages based on Three Phases (ISMCD3P), 
uses NLP techniques, Popularity, and Metrics applications in each phase, respectively. It is 
then compared to traditional content-based filtering as well as to Content-based Filtering’s 
existing enhancements. The metrics used to compare data were based on novelty, 
precision, and recall. The proposed model successfully solved the following issues; 
however, it is only limited since it utilized a single data set while testing. It was 
recommended to explore other ones to show the proposed model's effectiveness. 

 
The approach of the study conducted by Son and Kim (2017) is to implement multi-

attribute networks by using centrality and clustering techniques. The main idea is to do 
network analysis which analyzes the direct and indirect relationship between items to solve 
the sparsity and over-specialization problem of content-based filtering. The metrics used 
in this study are precision and recall. The obtained results are compared to other 
techniques like Traditional Content-based Filtering, Feature Weighting, and the use of 
Linked Open Data. 

 
The modified Content-based Filtering approach by Cordero et al. (2022) integrates K-

Nearest Neighbors (KNN) and Percentile Concept to resolve overspecialization.  The 
method utilized KNN for items with relatively high cosine scores in within the specified 
trunk list. Hence it divided items that are not novel to the user and such items are not like 
one another. The percentile concept establishes a selection of values which a 
recommendation shall be coming from. The results show that both implemented methods 
have seemed to be effective as they showed transparently diverse results based on the 
percentile of an item in the cosine similarity matrix. 
 

Maximal Marginal Relevance  
 

Maximal Marginal Relevance was created to improve the diversity of the retrieved 
documents by Information Retrieval (IR) search engines (Carbonell & Goldstein, 1998). A 
document is of “high marginal relevance” if it is relevant to the query and exhibits minimal 
similarity to previously selected documents that are retrieved by the IR search engine. The 
formula for Maximal Marginal Relevance is seen in Equation 1 where C is the collection of 
documents; Di are the individual documents in C; Q is the query; R is the relevant documents 
in C; S is the subset of documents in R that is already selected; R\S is the set difference or 
documents in R that are not yet in S; Sim1 is the similarity metric used in document retrieval 
and relevance ranking between documents and a query; Sim2 can be the same as Sim1 or a 
different metric; and λ is a parameter which determines the accuracy or diversity ranking 
among the documents in R – the higher the value of λ, the better the relevance (1) and the 



 

3076 

 

lower the value of λ, the better the diversity (0). For optimal results, balance the value of λ 
according to preference.  
 

 𝑀𝑀𝑅 = 𝐴𝑟𝑔 max
𝐷𝑖∈𝑅\𝑆

[𝜆(𝑆𝑖𝑚1(𝐷𝑖, 𝑄) − (1 − 𝜆) max
𝐷𝑖∈𝑆

𝑆𝑖𝑚2(𝐷𝑖, 𝐷𝑗) ] 

  
In the study of Liu et al. (2020), Maximal Marginal Relevance was compared against 

other recommendation methods and shined in terms of diversity by being the second-best 
recommendation algorithm in the ML-100K dataset, the best recommendation algorithm 
in the ML-1M dataset (the dataset to be used in this study), and the second-best 
recommendation algorithm in Anime dataset. Maximal Marginal Relevance is also proven 
to be applicable in recommender systems and has been used to create a novel 
Recommendation Method that is focused on diversity (Luan et al., 2018).  

 
Due to its simplicity and ability to diversify retrieved documents while considering 

relevance, Maximal Marginal Relevance will be useful for addressing the overspecialization 
issues faced by Content-based Filtering. 
 

METHODOLOGY 
 

This study integrates Maximal Marginal Relevance into Content-based Filtering to 
mitigate overspecialization and improve recommendation diversity. Performance 
assessment will involve evaluating Precision, Recall, F-Score, and Diversity metrics, 
comparing against the original algorithm and enhancements by Stitini et al. (2022) and 
Cordero et al. (2022) to gauge relative performance. 

 
The diagram for the flow of the enhanced Content-based Filtering (CBF-MMR) can be 

seen in Figure 2. 
 

 
Figure 2. Diagram of the enhancement on Content-based Filtering. 

 
Maximal Marginal Relevance will be used on the user-item similarity matrix to compute 

relevance scores for each item. The diversity parameter (λ), ranging from 0 to 1, and the 
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item-to-item similarity matrix, balance recommendation relevance and diversity. A λ closer 
to 0 yields more diverse but less relevant recommendations, while a λ closer to 1 prioritizes 
relevance over diversity. 

 
Specifically, Maximal Marginal Relevance was integrated into the Content-based 

Filtering through the following steps: 
 

1. Computation of Relevance Score 
a. Item Selection 

• Before computing the relevance score, the item is selected from the 
user-item similarity matrix.  

b. Relevance Score Calculation 

• Calculate the relevance score of the selected item based on its Term 
Frequency-Inverse Document Frequency (TF-IDF) score – a score that 
reflects the importance of a term (in this case, a movie genre) in a 
document (a movie). With the sum of the TF-IDF scores of the genres 
associated with the item, the relevance score is determined. 
 

2. Calculation of MMR Score 

• Compute the MMR score of an item by combining its relevance score with its 
dissimilarity from already recommended items. This score is calculated using 
the diversity parameter (λ) and item-to-item similarity matrix, enabling 
adjustment between relevance and diversity. Higher λ values emphasize 
relevance, while lower values prioritize diversity. By subtracting the maximum 
similarity score of the item from already recommended items, the MMR score 
balances relevance and dissimilarity, aiding in selecting diverse yet relevant 
recommendations. 
 

3. Repeat Selection Process 

• After computing MMR scores for each item, the selection iterates until the 
desired number of recommendations is reached. This process involves 
repeatedly calculating MMR scores for the remaining items and selecting the 
item with the highest score. Through iterative selection, the recommendation 
list is curated to provide diverse, yet relevant options aligned with the user's 
preferences or profile. 

 
The original algorithm selects recommendations solely based on similarity to the user 

profile, favoring close matches. In contrast, introducing Maximal Marginal Relevance 
(MMR) adds diversity by considering the user profile alongside a diversity parameter (λ) 
and item-to-item similarity matrix. This allows fine-tuning of recommendation diversity: 
higher λ for more similar items, lower λ for less similarity. 
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Dataset 
 

Maximal Marginal Relevance's impact on Content-based Filtering will be assessed 
using GroupLens' MovieLens 1M Dataset by Harper & Konstan (2015). This dataset includes 
1,000,209 ratings of 3,900 movies across 18 genres by 6,040 users. Recommendations will 
be generated based on the genres of movies rated by the user. See Table 1 for a data 
summary. 

Table 1. Specifications of MovieLens 1M Dataset 

Properties MovieLens Dataset 

Number of users 6,040 

Number of movies 3,900 

Number of genres 18 

Number of reviews/ratings 1,000,209 

 
The 3,900 movies from the dataset are classified into one or several of the 18 different 

genres listed in Table 2. 

Table 2. Movie genres of MovieLens 1M Dataset 
Action Children’s Documentary Film-Noir  Mystery Thriller 

Adventure Comedy Drama Horror Romance War 

Animation Crime Fantasy Musical Sci-Fi Western 

 
This dataset was specifically selected for this study due to how widely it has been 

used by other studies to gauge the performance of their enhancements on Content-based 
Filtering (Stitini et al., 2022; Lokesh, 2019; Son & Kim, 2017). 
 

Metrics 
 

Precision, Recall, and F-Score are commonly used as offline evaluation metrics for 
recommender systems, aiming to gauge the relevance of recommended items to users 
(Dalianis, 2018; Shani & Gunawardana, 2015). These metrics are also widely employed by 
other studies to assess system enhancements (Santos et al., 2014; Kundur et al., 2016; Shu 
et al., 2017; Bhagavatula et al., 2018). See Table 3 for the variables of the said metrics. 
 

Table 3. Variables used in the equation of Precision, Recall, and F-Score 

Variable Description 
True Positive tp Number of items retrieved that are expected to be liked by the user. 

False Positive fp Number of items retrieved that are expected to not be liked by the user. 

False Negative fn 
Several items that were expected to be liked by the user were not 
retrieved. 

 
The definition, significance, and equation of Precision, Recall, and F-Score as a metric 

in recommender systems are as follows: 
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- Precision – Measures the fraction of correct instances retrieved among all 

retrieved instances. This metric determines the proportion of relevant items 
among the items recommended by the system. The formula for precision can be 
seen in Equation 2. 

     𝑃 =  
𝑡𝑝

𝑡𝑝+𝑓𝑝
            

- Recall – Measures the fraction of correct instances retrieved among all correct 
instances that were and were not retrieved. This metric determines the 
proportion of relevant items that were recommended over the total amount of 
relevant items in the dataset. The formula for recall can be seen in Equation 3. 

-  

     𝑅 =  
𝑡𝑝

𝑡𝑝+𝑓𝑛
           

-  
- F Score – Measures the balance between precision and recall. The formula for 

the F Score can be seen in Equation 4. 
-  

    𝐹 𝑆𝑐𝑜𝑟𝑒 = 𝐹1 = 𝐹 = 2 ∗
𝑃∗𝑅

𝑃+𝑅
     

 
The larger the Precision, Recall, and F Score (1 – best), the better the performance; 

the lower (0 – worst) it is, the worse it becomes. 
 

Since this study aims to address the overspecialization issue of Content-based 
Filtering by diversifying the recommendations with Maximal Marginal Relevance, Diversity 
will be used as a metric to measure how different the recommended items are from each 
other (Stitini et al., 2022). The formula for diversity can be seen in Equation 5. 

 
𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 = 1 − 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦  

 
Considering that the MovieLens dataset has rating data that ranges between one 

(lowest) to five (highest) points, to determine if a recommended movie would be liked by 
a user or not, the formula for the determining gauge can be seen in Equation 6 based on 
the study of Son & Kim (2017). 
 

𝐸 =  ∑ 𝑐 × 𝑃(𝑐)𝑚𝑎𝑥
𝑐=𝑚𝑖𝑛           

 
Where E serves as a user’s border rating of whether they like a movie or not, c is the 

rating points, P(c) is the proportion of c for a given user, min is the minimum possible item 
rating, and max is the maximum possible item rating. If an item has a mean rating higher or 
equal to E, then the item is classified as preferred by the user. If an item has a mean rating 
lower than E, the item is classified as not preferred by the user. 

 

Equation 2 

Equation 3 

Equation 4 

Equation 5 

Equation 6 
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To quantitatively evaluate the performance of the enhancement on Content-based 
Filtering, based on the genres of movies rated by the user, a set of Top K recommendations 
was given to 200 randomly selected users from the MovieLens 1M Dataset which was done 
in 10 iterations.  

 
Precision, Recall, F-Score, and Diversity of the recommendations were measured and 

the results of the original Content-based Filtering, the enhanced algorithm by Stitini et al. 
(2022) with Genetic Algorithm parameters of 400 population and 50 generations with 5% 
mutation and 5% crossover probability, the enhanced algorithms by Cordero et al. (2022), 
and the enhancement of this study (CBF-MMR) at varying values of lambda were compared 
to determine if this study’s enhancement is better and if so, which lambda (λ) has the best 
recommendations in terms of the given metrics.  

 
Algorithms will be tested across different recommendation counts (K) to determine 

their performance. Average results across all K values will be compared to identify the best-
performing algorithm, with the top results highlighted in bold and the second-best results 
underlined in the tables. 
 

RESULTS 
 

Table 4 compares Precision among algorithm versions across recommendation 
counts. CBF-MMR with λ = 0.7 ranks best for K = 3, K = 5, and K = 11, and second-best for K 
= 9. Following, CBF-MMR with λ = 0.5 ranks best for K = 7 and K = 9, and second-best for K 
= 3 and K = 11. Their average precision across different K values further supports this, with 
λ = 0.7 leading and λ = 0.5 following closely. 

 
Table 4. Comparison of Precision 

K 

CONTENT-BASED FILTERING VARIANTS 

Original 
Stitini 
et al. 

(2022) 

Cordero et al. (2022) CBF-MMR 

K-Nearest 
Neighbors 

Percentile 
Concept 

λ = 0 λ = 0.5 λ = 0.7 λ = 1 

1 0.276 0.3458 0.3785 0.3095 0.1643 0.285 0.29 0.29 

3 0.2915 0.3326 0.3121 0.2928 0.2428 0.5142 0.5268 0.3721 

5 0.2974 0.3361 0.3134 0.2992 0.3766 0.3582 0.4848 0.4222 

7 0.3069 0.3319 0.3088 0.2919 0.4159 0.4473 0.4088 0.4447 

9 0.3052 0.3304 0.3051 0.2972 0.433 0.4667 0.4435 0.3886 

11 0.3024 0.3226 0.3061 0.2966 0.4054 0.4269 0.4886 0.4145 

AVE 0.2966 0.3332 0.3207 0.2979 0.3397 0.4164 0.4404 0.3887 

 
Table 5 compares Recall among algorithm variants across recommendation counts. 

CBF-MMR with λ = 0.5 ranks best for K = 3, K = 7, and K = 9, and second-best for K = 11. This 
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means λ = 0.5 has the best average proportion of relevant items that were recommended 
over the total amount of relevant items in the dataset. 

 
Table 5. Comparison of Recall 

K 

CONTENT-BASED FILTERING VARIANTS 

Original 
Stitini 
et al. 

(2022) 

Cordero et al. (2022) CBF-MMR 

K-Nearest 
Neighbors 

Percentile 
Concept 

λ = 0 λ = 0.5 λ = 0.7 λ = 1 

1 0.0666 0.0865 0.1279 0.0766 0.0225 0.027 0.033 0.0344 

3 0.2086 0.2145 0.2579 0.2019 0.1292 0.2733 0.2481 0.1937 

5 0.3403 0.3614 0.4344 0.3498 0.3401 0.3182 0.3935 0.3309 

7 0.5196 0.5071 0.5641 0.5005 0.5604 0.5987 0.4543 0.58 

9 0.6696 0.6545 0.6627 0.6485 0.7708 0.8111 0.7122 0.6329 

11 0.8154 0.7891 0.7763 0.7847 0.8562 0.8667 0.9468 0.8322 

AVE 0.4367 0.4355 0.4706 0.4270 0.4465 0.4825 0.4647 0.4340 

 
Table 6 compares F-Scores of various algorithm variants across recommendation 

counts. CBF-MMR with λ = 0.7 ranks best for K = 5 and K = 11, and second-best for K = 3. 
Despite λ = 0.5 having more top rankings, the average F-Score across all K values favors λ 
= 0.7, indicating a better average balance of Precision and Recall. 
 

Table 6. Comparison of F-Score 

K 

CONTENT-BASED FILTERING VARIANTS 

Original 
Stitini 
et al. 

(2022) 

Cordero et al. (2022) CBF-MMR 

K-Nearest 
Neighbors 

Percentile 
Concept 

λ = 0 λ = 0.5 λ = 0.7 λ = 1 

1 0.1073 0.1384 0.1912 0.1228 0.0396 0.0493 0.0593 0.0615 

3 0.2439 0.2608 0.2824 0.2390 0.1687 0.3569 0.3373 0.2548 

5 0.3174 0.3483 0.3641 0.3225 0.3574 0.3370 0.4344 0.3710 

7 0.3859 0.4012 0.3991 0.3687 0.4775 0.5120 0.4304 0.5034 

9 0.4193 0.4391 0.4178 0.4076 0.5545 0.5925 0.5466 0.4815 

11 0.4412 0.4580 0.4391 0.4305 0.5503 0.5720 0.6446 0.5534 

AVE 0.3190 0.3410 0.3490 0.3152 0.3580 0.4033 0.4088 0.3709 

 
Table 7 compares Diversity among algorithm versions across recommendation 

counts. CBF-MMR with λ = 0 ranks best for all K values except K = 1, followed by λ = 0.7, 
which ranks second-best for K = 5 and K = 7. The average diversity across different K values 
reinforces this, with λ = 0 leading and λ = 0.7 following closely. 
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Table 7. Comparison of Diversity 

K 

CONTENT-BASED FILTERING VARIANTS 

Original 
Stitini 
et al. 

(2022) 

Cordero et al. (2022) CBF-MMR 

K-Nearest 
Neighbors 

Percentile 
Concept 

λ = 0 λ = 0.5 λ = 0.7 λ = 1 

1 0.185 0.5797 0.5852 0.3907 0.5867 0.7097 0.7057 0.7062 

3 0.1867 0.5815 0.5471 0.3897 0.7659 0.7426 0.7297 0.6913 

5 0.1879 0.5865 0.5578 0.392 0.8337 0.698 0.7155 0.6957 

7 0.1887 0.5867 0.559 0.39 0.8741 0.6682 0.7192 0.6863 

9 0.1893 0.5865 0.5527 0.3884 0.8986 0.6706 0.6928 0.693 

11 0.1898 0.5885 0.5536 0.3897 0.8735 0.6787 0.6699 0.6955 

AVE 0.1879 0.3410 0.3490 0.3152 0.8054 0.6946 0.7055 0.6947 

 

DISCUSSION 
 

Overall, integrating Maximal Marginal Relevance into Content-based Filtering 
enhanced Precision, Recall, F-Score, and Diversity. Notably, CBF-MMR with λ = 0.7 achieves 
the best balance between relevance and diversity, showcasing superior average Precision 
and Recall as seen in F-Score results (Table 6) and the second-best assortment of 
recommendations as seen in Diversity results (Table 7). 

 
To better visualize how much CBF-MMR with λ = 0.7 improved upon the original 

algorithm, the percentage of improvement can be acquired as seen in Equation 7, where 
given a metric, E is the value of the enhanced algorithm and O is the value of the original 
algorithm. 

% 𝐼𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 = (
𝐸−𝑂

𝑂
) ∗ 100  

 
Comparing the average results yielded from the different metrics by the CBF-MMR 

with λ = 0.7 and the original algorithm, it can be computed that the enhancement improved 
upon the original algorithm by 48.51% in terms of Precision, 6.40% in terms of Recall, 28.12% 
in terms of F-Score, and 275.45% in terms of Diversity. 
 

CONCLUSIONS AND RECOMMENDATIONS 
 

The integration of Maximal Marginal Relevance (MMR) in Content-based Filtering 
(CBF) enhances recommendation diversity, as evident in Table 7. Even with λ = 1, which 
prioritizes fewer diverse recommendations, CBF-MMR improves diversity over two-fold 
compared to the original algorithm. This addresses overspecialization, where the algorithm 
tends to recommend only closely related items, hindering users from discovering new 
content. Additionally, MMR's re-ranking process enhances average Precision, Recall, and F-
Score, as shown in Tables 4–6. 

 

Equation 7 



 

3083 

 

Of all the tested values of lambda, CBF-MMR with λ = 0.7 showed the most 
prominence with its good balance between relevance and diversity of recommendations. 
Specifically, CBF-MMR with λ = 0.7 has the best average balance between Precision and 
Recall as seen in the results of F-Score in Table 6; and has the second-best average 
assortment of recommendations as seen in the results of Diversity in Table 7. 

 
On average, the CBF-MMR with λ = 0.7 improved upon the original algorithm by 

48.51% in terms of Precision, 6.40% in terms of Recall, 28.12% in terms of F-Score, and 275.45% 
in terms of Diversity. 

 
For future studies, find a better re-ranking algorithm than Maximal Marginal 

Relevance that requires less computational time. Apply the enhanced algorithm to other 
larger datasets such as GroupLens’ MovieLens 10M dataset or apply it to a dataset of a 
different domain. 

 

IMPLICATIONS 
 

The integration of Maximal Marginal Relevance (MMR) to address the 
overspecialization issue that Content-based Filtering suffers from opens new possibilities 
for enhancing the diversity and relevance of recommendations. This has profound 
implications for various domains including entertainment, e-commerce, and information 
retrieval platforms. Future research endeavors can further improve the algorithm by 
addressing other weaknesses of Content-based Filtering and exploring other possible 
domain of integration that hopefully encompasses one or several of the 17 United Nations 
Sustainable Development Goals for a broader impact.  
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